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∑
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Other Results

• There is an  time deterministic algorithm for Hamming-
-SUBSSUM (ask to return all  where the number of solutions is 

atmost )

Õ(k(n + t)) k

∑
i∈[n]

βi

k

• There is a -time and -space deterministic algorithm 
which solves -SUBSSUM (ask to return all  where the number 
of solutions is atmost )

poly(knt) O(log(knt))
k (β1, …, βn)

k
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Conclusion

• We saw an  and  time algorithm for unique-PSSUM .O(nt) Õ(n + t) 1

• We saw reductions from UBSSUM to CVP.

• Can we find an  time algorithm for PSSUM .Õ(n + t) 1

• Extend it to other values of ?p
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Thank You!
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